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● We frame GAN training as solving ODEs.

● We design a regulariser on the gradients to improve numerical integration of the 
ODE.

● We show that higher-order ODE solvers lead to better convergence for GANs.

● Our algorithm (ODE-GAN) can train GANs to competitive levels without any 
adaptive optimiser (e.g. Adam [17]) and explicit functional constraints (Spectral 
Normalisation)
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Assuming we track the dynamical system exactly – and the 
gradient vector field is bounded – then in the vicinity of a 
differential Nash equilibrium, the parameters converge to it at 
a rate independent of the frequency of rotation with respect 
to the vector field.
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● Training improves with increase in order of 
integration

● Increasing order further gives diminishing 
returns

● Higher order methods allow for much larger 
step sizes:

○ Euler’s becomes unstable with h ≥ 0.04, 
while Heun’s method (RK2) and RK4 do 
not

● Increasing regularization weight reduces the 
performance gap between Euler and RK2
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● The regulariser controls the truncation error 
by penalising large gradient magnitudes

● larger λ leads to smaller error
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● Discriminator Loss and the Generator Loss stay 
very close to the values of a Nash equilibrium

● In contrast, the discriminator dominates the 
game when using the Adam optimiser : 
evidenced by a continuously decreasing D_loss, 
while the G_loss increases

○ This imbalance correlates with the 
well-known phenomenon of worsening 
FID and IS in late stages of training
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● Our results challenge the widely-held view that 
adaptive optimisers are necessary for training 
GANs

● the often observed degrading performance 
towards the end of training disappears with 
improved integration

● this is the first time that competitive results for 
GAN training have been demonstrated for 
image generation without adaptive optimisers.
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● ODE-GAN can improve significantly upon 
SN-GAN for both IS and FID
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Our empirical results support the hypothesis that, at least locally,

the GAN game is not inherently unstable.

Rather, the discretisation of GANs’ continuous dynamics, 

yielding inaccurate time integration, causes instability

Adam and Spectral Norm may harm convergence, they are 
not necessary when higher-order ODE solvers are available.
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Fine print

● Up to 2x slower than original GAN training

● our algorithm seems to be more prone to landing in NaNs 
during training for conditional models...
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